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#### Abstract

In this work, we consider the study of the existence of mild solutions of a Cauchy problem governed by a conformable fractional derivative of positive and inferior than one order and an infinitesimal generator of a cosine family on a Banach space. The idea of our main result is based on the use of the Schaefer's fixed point theorem combined with the cosine family of linear operators.
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## 1 Introduction

In the works Atraoui \& Bouaouid (2021); Bouaouid et al. (2019) the authors proved some results concerning the existence of mild solutions for the following Cauchy problem:

$$
\left\{\begin{array}{l}
\frac{d^{\alpha}}{d t^{\alpha}}\left(\frac{d^{\alpha} x(t)}{d t^{\alpha}}\right)=A x(t)+f(t, x(t)), \quad t \in[0, \tau], 0<\alpha \leq 1,  \tag{1}\\
x(0)=x_{0}+g(x), \frac{d^{\alpha} x(0)}{d t^{\alpha}}=x_{1}+h(x),
\end{array}\right.
$$

where $\tau$ is a positive real number, $\frac{d^{\alpha}(.)}{d t^{\alpha}}$ presents the conformable fractional derivative of order $\alpha \in] 0,1]$ (Khalil et al. (2014)), $A$ is the infinitesimal generator of a cosine family $(\{C(t), S(t)\})_{t \in \mathbb{R}}$ on a Banach space $X$ (Travis \& Webb (1978)); and the elements $x_{0}$ and $x_{1}$ are two fixed vectors in $X$. The expressions $x(0)=x_{0}+g(x)$ and $\frac{d^{\alpha} x(0)}{d t^{\alpha}}=x_{1}+h(x)$ mean the so-called nonlocal conditions Byszewski (1991). The functions $f:[0, \tau] \times X \longrightarrow X$ and $g, h: \mathcal{C} \longrightarrow X$ satisfied some assumptions, where $\mathcal{C}$ is the Banach space of continuous functions from $[0, \tau]$ into $X$ equipped with the norm $|x|_{c}=\sup _{t \in[0, \tau]}\|x(t)\|$.

In fact, fractional derivatives and nonlocal conditions prove that they are best approaches to model dynamical systems with memory in various fields of scientific such as physics, engineering, optimization, data science, biology, finance, chemistry, and so on Guliyev (2021); Laghrib (2020); Nachaoui (2020); Nachaoui et al. (2021).

The present contribution is a continuation of the works Atraoui \& Bouaouid (2021); Bouaouid et al. (2019), in order to consider the same Cauchy problem given in (1) with an integral term. Precisely, we are interested with the study of the nonlocal fractional conformable integrodifferential equations of the following form:

$$
\left\{\begin{array}{l}
\frac{d^{\alpha}}{d t^{\alpha}}\left(\frac{d^{\alpha} x(t)}{d t^{\alpha}}\right)=A x(t)+f(t, x(t))+\int_{0}^{t} a(t-\sigma) \varphi(\sigma, x(\sigma)) d \sigma, \quad t \in[0, \tau], 0<\alpha \leq 1,  \tag{2}\\
x(0)=x_{0}+g(x), \frac{d^{\alpha} x(0)}{d t^{\alpha}}=x_{1}+h(x)
\end{array}\right.
$$

where $a:[0, \tau] \longrightarrow \mathbb{R}, \varphi:[0, \tau] \times X \longrightarrow X$ are two functions satisfied some assumptions and $X$ is supposed a real vector space.

The rest of this work is organized as follows. In section 2 , we recall some preliminary facts on the conformable fractional calculus and theory of cosine family of linear operators. Section 3 is devoted to prove the main result based the Schaefer fixed point theorem combined with the following Duhamel formula

$$
\begin{equation*}
x(t)=C\left(\frac{t^{\alpha}}{\alpha}\right)\left[x_{0}+g(x)\right]+S\left(\frac{t^{\alpha}}{\alpha}\right)\left[x_{1}+h(x)\right]+\int_{0}^{t} s^{\alpha-1} S\left(\frac{t^{\alpha}-s^{\alpha}}{\alpha}\right)[f(s, x(s))+k(s, x(s))] d s \tag{3}
\end{equation*}
$$

where $k(s, x(s))$ is the convolution operator given as follows:

$$
\begin{equation*}
k(s, x(s))=\int_{0}^{s} a(s-\sigma) \varphi(\sigma, x(\sigma)) d \sigma . \tag{4}
\end{equation*}
$$

## 2 Preliminaries

We recall some preliminary facts on the conformable fractional calculus.
Definition 1. (Khalil et al. (2014)) The conformable fractional derivative of order $\alpha \in(0,1]$ for a function $x($.$) is defined by$

$$
\begin{aligned}
\frac{d^{\alpha} x(t)}{d t^{\alpha}} & =\lim _{\varepsilon \longrightarrow 0} \frac{x\left(t+\varepsilon t^{1-\alpha}\right)-x(t)}{\varepsilon}, t>0 \\
\frac{d^{\alpha} x(0)}{d t^{\alpha}} & =\lim _{t \longrightarrow 0^{+}} \frac{d^{\alpha} x(t)}{d t^{\alpha}}
\end{aligned}
$$

provided that the limits exist.
The fractional integral $\mathrm{I}^{\alpha}($.$) associated with the conformable fractional derivative is defined$ by

$$
\mathrm{I}^{\alpha}(x)(t)=\int_{0}^{t} s^{\alpha-1} x(s) d s
$$

Theorem 1. (Khalil et al. (2014)) If $x($.$) is a continuous function in the domain of I^{\alpha}($.$) , then$ we have

$$
\frac{d^{\alpha}\left(I^{\alpha}(x)(t)\right)}{d t^{\alpha}}=x(t)
$$

Definition 2. Abdeljawad (2015)) The fractional Laplace transform of order $\alpha \in(0,1]$ for a function $x($.$) is defined by$

$$
\mathcal{L}_{\alpha}(x(t))(\lambda)=\int_{0}^{+\infty} t^{\alpha-1} e^{-\lambda \frac{t^{\alpha}}{\alpha}} x(t) d t, \quad \lambda>0
$$

The following proposition gives us the actions of the fractional integral and the fraction Laplace transform on the conformable fractional derivative, respectively.

Proposition 1. Abdeljawad (2015)) For a differentiable function $x$ (.), we have the following results

$$
\begin{gathered}
I^{\alpha}\left(\frac{d^{\alpha} x(.)}{d t^{\alpha}}\right)(t)=x(t)-x(0), \\
\mathcal{L}_{\alpha}\left(\frac{d^{\alpha} x(t)}{d t^{\alpha}}\right)(\lambda)=\lambda \mathcal{L}_{\alpha}(x(t))(\lambda)-x(0) .
\end{gathered}
$$

According to Bouaouid et al. (2018), we have the following remark.
Remark 1. For two functions $x($.$) and y($.$) , we have$

$$
\begin{gathered}
\mathcal{L}_{\alpha}\left(x\left(\frac{t^{\alpha}}{\alpha}\right)\right)(\lambda)=\mathcal{L}_{1}(x(t))(\lambda) \\
\mathcal{L}_{\alpha}\left(\int_{0}^{t} s^{\alpha-1} x\left(\frac{t^{\alpha}-s^{\alpha}}{\alpha}\right) y(s) d s\right)(\lambda)=\mathcal{L}_{1}(x(t))(\lambda) \mathcal{L}_{\alpha}(y(t))(\lambda) .
\end{gathered}
$$

Now, we present some definitions and results concerning the cosine family of linear operators Travis \& Webb (1978).

Definition 3. Travis $\xi^{W}$ Webb (1978)) A one parameter family $(C(t))_{t \in \mathbb{R}}$ of bounded linear operators on a Banach space $X$ is called a strongly continuous cosine family if and only if

1. $C(0)=I$.
2. $C(s+t)+C(s-t)=2 C(s) C(t)$ for all $t, s \in \mathbb{R}$.
3. The function $t \longmapsto C(t) x$ is continuous for each fixed $x \in X$.

We also define the sine family $(S(t))_{t \in \mathbb{R}}$ associated with the cosine family $(C(t))_{t \in \mathbb{R}}$ as follows

$$
S(t) x=\int_{0}^{t} C(s) x d s, x \in X
$$

The infinitesimal generator $A$ of a strongly continuous cosine family $(\{C(t), S(t)\})_{t \in \mathbb{R}}$ on $X$ is defined by

$$
D(A)=\{x \in X, t \longmapsto C(t) x \text { is a twice continuously differentiable function }\}
$$

and

$$
A x=\frac{d^{2} C(0) x}{d t^{2}}, x \in D(A) .
$$

Proposition 2. Travis $\mathcal{\xi}$ Webb (1978)) The following assertions are true.

1. There exist two constants $K \geq 1$ and $\omega \geq 0$ such that

$$
|S(t)-S(s)|_{\mathcal{L}(X)} \leq K\left|\int_{s}^{t} \exp (\omega|r|)\right| \text { dr for all } t, s \in \mathbb{R}
$$

where $|.|_{\mathcal{L}(X)}$ denote the norm in the space $\mathcal{L}(X)$ of bounded operators defined from $X$ into itself, which we will be denoted it only by $|$.$| .$
2. For $\lambda \in \mathbb{C}$ such that $\operatorname{Re}(\lambda)>\omega$, we have

$$
\begin{gathered}
\lambda^{2} \in \rho(A),(\rho(A) \text { is the resolvent set of } A), \\
\lambda\left(\lambda^{2} I-A\right)^{-1} x=\int_{0}^{+\infty} e^{-\lambda t} C(t) x d t \text { for all } x \in X, \\
\left(\lambda^{2} I-A\right)^{-1} x=\int_{0}^{+\infty} e^{-\lambda t} S(t) x d t \text { for all } x \in X .
\end{gathered}
$$

## 3 Main results

We first state the following lemma.
Lemma 1. (Bouaouid et al. (2019)) Every solution of Cauchy problem (2) satisfies the following integral equation

$$
x(t)=C\left(\frac{t^{\alpha}}{\alpha}\right)\left[x_{0}+g(x)\right]+S\left(\frac{t^{\alpha}}{\alpha}\right)\left[x_{1}+h(x)\right]+\int_{0}^{t} s^{\alpha-1} S\left(\frac{t^{\alpha}-s^{\alpha}}{\alpha}\right)[f(s, x(s))+k(s, x(s))] d s,
$$

where $k(s, x(s))$ is the convolution operator given as follows:

$$
k(s, x(s))=\int_{0}^{s} a(s-\sigma) \varphi(\sigma, x(\sigma)) d \sigma .
$$

Definition 4. (Bouaouid et al. (2019)) A function $x \in \mathcal{C}$ is called a mild solution of the Cauchy problem (2) if

$$
x(t)=C\left(\frac{t^{\alpha}}{\alpha}\right)\left[x_{0}+g(x)\right]+S\left(\frac{t^{\alpha}}{\alpha}\right)\left[x_{1}+h(x)\right]+\int_{0}^{t} s^{\alpha-1} S\left(\frac{t^{\alpha}-s^{\alpha}}{\alpha}\right)[f(s, x(s))+k(s, x(s))] d s .
$$

To obtain the existence of mild solutions, we will need the following assumptions:
$\left(H_{1}\right)$ The function $f(.,):.[0, \tau] \times X \longrightarrow X$ is continuous and there exists a function $\mu \in L^{\infty}\left([0, \tau], \mathbb{R}^{+}\right)$such that $\|f(t, x)\| \leq \mu(t)$ for all $t \in[0, \tau]$ and $x \in X$.
$\left(H_{2}\right)$ The function $k(.,):.[0, \tau] \times X \longrightarrow X$ is continuous and there exists a function $\nu \in L^{\infty}\left([0, \tau], \mathbb{R}^{+}\right)$such that $\|k(t, x)\| \leq \nu(t)$ for all $t \in[0, \tau]$ and $x \in X$.
$\left(H_{3}\right)$ The function $g: \mathcal{C} \longrightarrow X$ is continuous and compact.
$\left(H_{4}\right)$ There exist positive constants $a$ and $b$ such that $\|g(x)\| \leq a|x|_{c}+b$ for all $x \in \mathcal{C}$.
$\left(H_{5}\right)$ The function $h: \mathcal{C} \longrightarrow X$ is continuous and compact.
$\left(H_{6}\right)$ There exist positive constants $c$ and $d$ such that $\|h(x)\| \leq c|x|_{c}+d$ for all $x \in \mathcal{C}$.
$\left(H_{7}\right)$ The family $(\{C(t), S(t)\})_{t \in \mathbb{R}}$ is uniformly continuous, that is $\lim _{t \rightarrow s}|C(t)-C(s)|=0$ and $\lim _{t \rightarrow s}|S(t)-C(s)|=0$.
( $H_{8}$ ) The set $\left\{\int_{0}^{t-h} S(t-s) x d s\right\}$ is relatively compact in $X$ for $0<h \leq t$ and $x$ is a fixed element in $X$.

Theorem 2. Assume that $\left(H_{1}\right)-\left(H_{8}\right)$ hold, then Cauchy problem (2) has at least one mild solution provided that

$$
a \sup _{t \in[0, \tau]}\left|C\left(\frac{t^{\alpha}}{\alpha}\right)\right|+c \sup _{t \in[0, \tau]}\left|S\left(\frac{t^{\alpha}}{\alpha}\right)\right|<1 .
$$

Proof. In order to use the Schaefer fixed point theorem, we define the operator $\Gamma: \mathcal{C} \longrightarrow \mathcal{C}$ as follows

$$
\Gamma(x)(t)=C\left(\frac{t^{\alpha}}{\alpha}\right)\left[x_{0}+g(x)\right]+S\left(\frac{t^{\alpha}}{\alpha}\right)\left[x_{1}+h(x)\right]+\int_{0}^{t} s^{\alpha-1} S\left(\frac{t^{\alpha}-s^{\alpha}}{\alpha}\right)[f(s, x(s))+k(s, x(s))] d s .
$$

We also consider the following notations:

$$
\begin{gathered}
B_{r}=\left\{x \in \mathcal{C}, \quad|x|_{c} \leq r \text { with } r>0\right\}, \\
\Omega(\Gamma)=\{x \in \mathcal{C}, x=\lambda \Gamma(x) \text { with } \lambda \in] 0,1[ \} .
\end{gathered}
$$

The proof will be given in three steps:

Step 1: Prove that $\Gamma$ is continuous.
Let $\left(x_{n}\right) \subset \mathcal{C}$ such that $x_{n} \longrightarrow x$ in $\mathcal{C}$. We have

$$
\begin{aligned}
\Gamma\left(x_{n}\right)(t)-\Gamma(x)(t) & =C\left(\frac{t^{\alpha}}{\alpha}\right)\left[g\left(x_{n}\right)-g(x)\right]+S\left(\frac{t^{\alpha}}{\alpha}\right)\left[h\left(x_{n}\right)-h(x)\right] \\
& +\int_{0}^{t} s^{\alpha-1} S\left(\frac{t^{\alpha}-s^{\alpha}}{\alpha}\right)\left[f\left(s, x_{n}(s)\right)-f(s, x(s))+k\left(s, x_{n}(s)\right)-k(s, x(s))\right] d s
\end{aligned}
$$

Then, by using a simple calculation, we obtain

$$
\begin{aligned}
\left|\Gamma\left(x_{n}\right)-\Gamma(x)\right|_{c} & \leq \sup _{t \in[0, \tau]}\left|C\left(\frac{t^{\alpha}}{\alpha}\right)\right|\left\|g\left(x_{n}\right)-g(x)\right\|+\sup _{t \in[0, \tau]}\left|S\left(\frac{t^{\alpha}}{\alpha}\right)\right|\left\|h\left(x_{n}\right)-h(x)\right\| \\
& +\sup _{t \in[0, \tau]}\left|S\left(\frac{t^{\alpha}}{\alpha}\right)\right| \int_{0}^{\tau} s^{\alpha-1}\left\|\left[f\left(s, x_{n}(s)\right)-f(s, x(s))+k\left(s, x_{n}(s)\right)-k(s, x(s))\right]\right\| d s
\end{aligned}
$$

Using assumption $\left(H_{1}\right)$ and $\left(H_{2}\right)$, we get $\left\|s^{\alpha-1}\left[f\left(s, x_{n}(s)\right)-f(s, x(s))+k\left(s, x_{n}(s)\right)-k(s, x(s))\right]\right\| \leq$ $2(\mu(s)+\nu(s)) s^{\alpha-1}$ and $\left[f\left(s, x_{n}(s)\right)-f(s, x(s))+k\left(s, x_{n}(s)\right)-k(s, x(s))\right] \longrightarrow 0$ as $n \longrightarrow+\infty$.
The Lebesgue dominated convergence theorem proves that
$\int_{0}^{\tau} s^{\alpha-1}\left\|\left[f\left(s, x_{n}(s)\right)-f(s, x(s))+k\left(s, x_{n}(s)\right)-k(s, x(s))\right]\right\| d s \longrightarrow 0$ as $n \longrightarrow+\infty$. Since the continuity of the functions $g$ and $h$, then we have $\lim _{n \longrightarrow+\infty}\left\|g\left(x_{n}\right)-g(x)\right\|=0$ and $\lim _{n \longrightarrow+\infty}\left\|h\left(x_{n}\right)-h(x)\right\|=0$. Hence, $\Gamma$ is a continuous operator.
Step 2: Prove that $\Gamma$ is compact.
Claim 1: Prove that $\Gamma\left(B_{r}\right)$ is bounded.
For $x \in B_{r}$ and $t \in[0, \tau]$, we have

$$
\begin{aligned}
|\Gamma(x)|_{c} & \leq \sup _{t \in[0, \tau]}\left|C\left(\frac{t^{\alpha}}{\alpha}\right)\right|\left[\left\|x_{0}\right\|+\|g(x)\|\right] \\
& +\sup _{t \in[0, \tau]}\left|S\left(\frac{t^{\alpha}}{\alpha}\right)\right|\left[\left\|x_{1}\right\|+\|h(x)\|+\int_{0}^{\tau} s^{\alpha-1}\|f(s, x(s))+k(s, x(s))\| d s\right]
\end{aligned}
$$

Using assumptions $\left(H_{1}\right),\left(H_{2}\right),\left(H_{4}\right)$ and $\left(H_{6}\right)$, we get

$$
\begin{aligned}
|\Gamma(x)|_{c} & \leq \sup _{t \in[0, \tau]}\left|C\left(\frac{t^{\alpha}}{\alpha}\right)\right|\left[\left\|x_{0}\right\|+a r+b\right]+\sup _{t \in[0, \tau]}\left|S\left(\frac{t^{\alpha}}{\alpha}\right)\right|\left[\left\|x_{1}\right\|+c r+d\right] \\
& +\frac{\tau^{\alpha}}{\alpha} \sup _{t \in[0, \tau]}\left|S\left(\frac{t^{\alpha}}{\alpha}\right)\right|\left(|\mu|_{L^{\infty}\left([0, \tau], \mathbb{R}^{+}\right)}+|\nu|_{L^{\infty}\left([0, \tau], \mathbb{R}^{+}\right)}\right) \\
& =: \delta
\end{aligned}
$$

Hence, $\Gamma\left(B_{r}\right) \subseteq B_{\delta}$. This implies that $\Gamma$ sends bounded sets into bounded sets.
Claim 2: Prove that $\Gamma\left(B_{r}\right)$ is equicontinuous.
According to Bouaouid et al. (2019), we get that the following operator

$$
\Gamma_{1}(x)(t)=\int_{0}^{t} s^{\alpha-1} S\left(\frac{t^{\alpha}-s^{\alpha}}{\alpha}\right)[f(s, x(s))+k(s, x(s))] d s
$$

is equicontinuous. Then it is remains to show that the operator

$$
\Gamma_{2}(x)(t)=C\left(\frac{t^{\alpha}}{\alpha}\right)\left[x_{0}+g(x)\right]+S\left(\frac{t^{\alpha}}{\alpha}\right)\left[x_{1}+h(x)\right]
$$

is equicontinuous. To do so, let $x \in B_{r}$ and $t_{1}, t_{2} \in[0, \tau]$ such that $t_{1}<t_{2}$. Then, we have

$$
\Gamma_{2}(x)\left(t_{2}\right)-\Gamma_{2}(x)\left(t_{1}\right)=\left[C\left(\frac{t_{2}^{\alpha}}{\alpha}\right)-C\left(\frac{t_{1}^{\alpha}}{\alpha}\right)\right] g(x)+\left[S\left(\frac{t_{2}^{\alpha}}{\alpha}\right)-S\left(\frac{t_{1}^{\alpha}}{\alpha}\right)\right] h(x)
$$

This last equality combined with assumption $\left(H_{7}\right)$ proves that the operator $\Gamma_{2}$ is equicontinuous. In consequence, the operator $\Gamma$ is equicontinuous on $[0, \tau]$.

Claim 3: Prove that $\Gamma\left(B_{r}\right)(t)$ is relatively compact in $X$. For $t \in[0, \tau]$ let $\left.\varepsilon \in\right] 0, t\left[, x \in B_{r}\right.$ and define the operator $\Gamma^{\varepsilon}$ as follows

$$
\begin{gathered}
\Gamma^{\varepsilon}(x)(t)=C\left(\frac{t^{\alpha}}{\alpha}\right)\left[x_{0}+g(x)\right]+S\left(\frac{t^{\alpha}}{\alpha}\right)\left[x_{1}+h(x)\right]+ \\
+\int_{0}^{\left(t^{\alpha}-\varepsilon^{\alpha}\right)^{\frac{1}{\alpha}}} s^{\alpha-1} S\left(\frac{t^{\alpha}-s^{\alpha}}{\alpha}\right)[f(s, x(s))+k(s, x(s))] d s
\end{gathered}
$$

By using the assumptions $\left(H_{3}\right),\left(H_{5}\right)$ and $\left(H_{8}\right)$, we conclude that the set $\left\{\Gamma^{\varepsilon}(x)(t), x \in B_{r}\right\}$ is relatively compact in $X$.
By using a simple calculation combined with assumption $\left(H_{1}\right)$ and $\left(H_{2}\right)$, we get

$$
\left\|\Gamma^{\varepsilon}(x)(t)-\Gamma(x)(t)\right\| \leq\left(|\mu|_{L^{\infty}\left([0, \tau], \mathbb{R}^{+}\right)}+|\nu|_{L^{\infty}\left([0, \tau], \mathbb{R}^{+}\right)}\right) \sup _{t \in[0, \tau]}\left|S\left(\frac{t^{\alpha}}{\alpha}\right)\right| \frac{\varepsilon^{\alpha}}{\alpha} .
$$

Therefore, we deduce that the set $\left\{\Gamma(x)(t), x \in B_{r}\right\}$ is relatively compact in $X$. Finally, by using the Arzela-Ascoli theorem, we conclude that $\Gamma$ is a compact operator.

Step 3: Prove that $\Gamma(\Omega)$ is bounded.
Let $x \in \Gamma(\Omega)$, then $x=\lambda \Gamma(x)$ for some $\lambda \in] 0,1[$. Thus, for $t \in[0, \tau]$, we have

$$
\begin{aligned}
|x|_{c}=\lambda|\Gamma(x)| & \leq \lambda \sup _{t \in[0, \tau]}\left|C\left(\frac{t^{\alpha}}{\alpha}\right)\right|\left[\left\|x_{0}\right\|+\|g(x)\|\right]+\lambda \sup _{t \in[0, \tau]}\left|S\left(\frac{t^{\alpha}}{\alpha}\right)\right|\left[\left\|x_{1}\right\|+\|h(x)\|\right] \\
& +\lambda \sup _{t \in[0, \tau]}\left|S\left(\frac{t^{\alpha}}{\alpha}\right)\right| \int_{0}^{\tau} s^{\alpha-1}\|f(s, x(s))+k(s, x(s))\| d s \\
& \leq \lambda \sup _{t \in[0, \tau]}\left|C\left(\frac{t^{\alpha}}{\alpha}\right)\right|\left[\left\|x_{0}\right\|+a|x|_{c}+b\right]+\lambda \sup _{t \in[0, \tau]}\left|S\left(\frac{t^{\alpha}}{\alpha}\right)\right|\left[\left\|x_{1}\right\|+c|x|_{c}+d\right] \\
& +\lambda \sup _{t \in[0, \tau]}\left|S\left(\frac{t^{\alpha}}{\alpha}\right)\right| \int_{0}^{\tau} s^{\alpha-1}\|f(s, x(s))+k(s, x(s))\| d s \\
& \leq \sup _{t \in[0, \tau]}\left|C\left(\frac{t^{\alpha}}{\alpha}\right)\right|\left[\left\|x_{0}\right\|+a|x|_{c}+b\right]+\sup _{t \in[0, \tau]}\left|S\left(\frac{t^{\alpha}}{\alpha}\right)\right|\left[\left\|x_{1}\right\|+c|x|_{c}+d\right] \\
& +\sup _{t \in[0, \tau]}\left|S\left(\frac{t^{\alpha}}{\alpha}\right)\right| \frac{\tau^{\alpha}}{\alpha}\left(|\mu|_{L^{\infty}\left([0, \tau], \mathbb{R}^{+}\right)}+|\nu|_{L^{\infty}\left([0, \tau], \mathbb{R}^{+}\right)}\right) .
\end{aligned}
$$

Hence, one has
$|x|_{c} \leq \frac{\sup _{t \in[0, \tau]}\left|C\left(\frac{t^{\alpha}}{\alpha}\right)\right|\left[\left\|x_{0}\right\|+b\right]+\sup _{t \in[0, \tau]}\left|S\left(\frac{t^{\alpha}}{\alpha}\right)\right|\left[\left\|x_{1}\right\|+d+\frac{\tau^{\alpha}}{\alpha}\left(|\mu|_{L^{\infty}\left([0, \tau], \mathbb{R}^{+}\right)}+|\nu|_{L^{\infty}\left([0, \tau], \mathbb{R}^{+}\right)}\right)\right]}{1-a \sup _{t \in[0, \tau]}\left|C\left(\frac{t^{\alpha}}{\alpha}\right)\right|-c \sup _{t \in[0, \tau]}\left|S\left(\frac{t^{\alpha}}{\alpha}\right)\right|}$.
This shows that the set $\Gamma(\Omega)$ is bounded.
In conclusion, by using the above steps and the Schaefer fixed point theorem, we deduce that $\Gamma$ has at least one fixed point, which is a mild solution of Cauchy problem (2).

## 4 Conclusion

The existence of mild solutions of a Cauchy problem of nonlocal differential equations of second order with conformable fractional derivative is largely studied in the works Atraoui \& Bouaouid (2021); Bouaouid et al. (2019). Our contribution in this present work is the study of mild solutions for such Cauchy problem with an integral term by means of the Schaefer fixed point theorem combined with the cosine family of linear operators.
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